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An investigation was made of the feasibility of using computers to

assign the proper security classificatiun (unclassified, confidential,

secret) to textual material. The words iii 919 paragraphs werc trangcormed

to computer-usable form, A set of 66 variables was computed for eact

paragraph by a two-stage process of attaching three scores to a word and

then combining the scores in various ways over the words of a paragraph.

Several experiments were conducted to validate assumptions involved in

the method of scoring iuc words and the me'LhodS fr -cMrbirnl_, t*I. qrorev.

The 66 variables were presented to a statistical technique which made a

preferential selection of a small set of effective variables from the

large set of 66 variables. The redundant or non-controlling variables

were eliminated from subsequent analysis, and an objective system was

developed for assigning security classifications using only the selected

variables. The system was applied to an inuependent sample of paragraphs

and 53.9 percent were correctly classified. It was concluded that the

- - system does exhibit skill. However, the skill is probably too low to

consider replacing the present system. Finally, it is concluded that the

method for forming variables and the statistical technique, both apparently

new to this field, show sufficient promise to merit application to other

autoruatic indexing problems.
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r.VALUAP•,ION

tie objective of this effort was to determine the feasibility of

classification (unclasnified, confidential, necret).

Multiple diacriminant analysis and regresasiun estimation of ev"nt
probabilities techniqjues were used on a aependent sample of pnrnraphs to
develop the algorithm. An independent sariple was useU to test tlhe algo-
rithm,

SExperimental results have shown that the algorittnm has predicted the
proucr security clausification at a level much niaher than could be at-
tamned by chance. However, this level is too low to warrent using the al-
gorithm in place of present classification methods. The degree of com-
Fprýmie of classified information is high aS well as the degree_ of over-
cla~sification.

Separate analysis of each security category reveals that in 9 out of
12 experiments the alg.orithm exhibits difficulty in assigning the proper
security classification to confidential material. This inaica~es that tae
confidential category does not contain enough specific information to allow
tne algoritnm to distinguish it from the other categories.

This study implies that before automatic security classification can
be realized, confidential and secret material should Oe examined to deter-
mine how much overclassification exists. Human classifiers could reveal
to the researcner what experience factors are used in classifying textual
data. iven if a completely automatic algorithm cannot be developed, it
may prove to oe sufficiently accurate to aid the human classifier and re-
duce his task.

NICIIOLAS M. DiFONDI
Technical IEvaluator
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SECT ION

I NrRODUCT ION

The assignment of security classifications to military and government

publications is a problem because assessing the importanu of the contents

uf a document is judgmental, time-consuming and potentially expensive. Over-

classification impokes .nnecessary handling restrictions, limits the dissemi-

nation of useful information, and impedes the further development of ideas.

Undprclassification compromises the very values that classification seeks to

protect. In the face of the "information explosion," imposing increasing

demands on document monitors, other means of classifying textual material

are being sought.

The feasibility of using computers was investigated to assign the proper

security classification (unclassified, confidential, secret) to textual material.

Statistical analysis of the frequency and distribution of words within a para-

graph led to a computer-automated procedure of security classification. The

procedure was tested for accuracy on independent data by comparing its security

assignments with those made subjectively.

1t
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SLC1 ION 11

PRLPARATION OF DATA

The words in 995 paragraphs classified as either unclassified, confi-

dential, or secret were punched onto IBM cards and then placed onto magnetic

tape. Described below are criteria for selection of paragraphs, rules for

punching data, editing procedures, elimination of function words, and gener-

ation of word pairs.

1. Selection of Paragraphs

All documents were chosen from the chemical-biological warfare field.

The decision to confine attention to just one field of knowledge is desirable

for two reasons: to reduce the number of different words and to obtain a

homogeneous sample of paragraphs. It is well-known in linguistic studies

that fo. a given number of words, the number of different words increases

rapidly with the number of different fields of knowledge. This smaller

number of difforent words is much easier to handle both from a statistical

viewpoint (e.g., the sampling variabilities of frequently occurring words

are less th-n those of infrequent ones) and from a data processing viewpoint

(less data are easier to process.).

It is even more important to have a homogeneous sample of paragraphs.

The overall objective of Lhis study is to discriminate among paragraphs with

different security classifications. This is best accomplished by minimizing

paragraph differences caused by any circumstance other than security clas-

sification for these can only obscure the differences due to security

classification. Specifically, different fields of knowledge imply different

paragraph content which might overwhelm the differences due to security

classification. The chemical-biological warfare field was chosen because

a number of documents were readily available from previcus studies.
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It would be desirable to select all paragraphs from one document which

would provide a homogeneous sample of paragraphs. As this was not possible,

a number of documents were chosen. Documents were selected if each individual

paragraph was classified separately and if the document contained all three

types of paragraphs--unclassified, confidential, and secret. Forty-two

documents were chosen.

Within each document the selection of paragraphs was governed by the

following criteria:

(a) length between 50-200 words, in some cases small con-
secutive paragraphs with the same classification were
combined to achieve the minimum length;

(b) none, ar very few, formulas, equations, or other non-
word characteristics; and

(c) as far as possible paragraphs with different classifi-
cations were alternated (i.e., C, S, U, S, C, U, etc.).

Nine hundred ninety-eight paragraphs were chosen: 341 unclassified, 338

confidential, and 319 secret.

2. Card-Punching Rules

There are available a number of sets of rules for card-punching textual

material. However, these were devised for the purpose of semantic and syntactic

analysis and were deemed to be too elaboraLe for this study. Therefore, a set

of rules was devised and kept as simple as possible to minimize the number of

errors.

At the beginning of each paragraph a header card was punched containing

only the number of the paragraph and its security classification. Punching of

words started in column one of the next card, continued through column 70, then

3



onto column one of the next card through column 70, etc. One word could

overlap two cards. Characters not appearing on the key-punch keyboard were

ignored. Two periods were used at the end of a sentence. Numbers referring

to footnotes were not punched but exponents of variables were punched.

3. Definition of "Word," "Word-Pair," and "Function Word"

3.1 Word

All information from a single paragraph was treated as one long serial

string of characters. It will be recalled from Section 2.2 that characters

that do not appear on the IBM key-punch were not punched. The characters

that do appear were separated into two kinds--permissible and non-permissible.

The 18 non-permissible characters are:

< Less-than Sign , Comma

( Left Parenthesis % Percent

Vertical Bar, Logical OR - Underscore

& Ampersand > Greater-than Sign

Exclamation Point Colon

* Asterisk # Number Sign

) Right Parenthesis @ At Sign

Semicolon ' Prime, Apostrophe

- Logical NOT " Quotation Marks

A "word" is defined as a string of successive characters bounded by either

a blank, a non-permissible character, or an end-of-sentence mark.

3.2 Word-Pair

A word-pair is defined here as two consecutive words in the same sentence.

For example, in the sentence GEORGE WASHINGTON CROSSED TIHE DELAWARE.. the pairs

4



are GEORGE WASHINGTON, WASHINGTON CROSSED, and CROSSED DELAWARE. Note that

THE is eliminated because it is a function word.

3.3 Function Words

Function words include those which are traditionally called articles, prep-

ositions, pronouns, conjunctions and auxiliary verbs, plus certain irregular

form.s. The list below defines the function words of tnis study. (The reason

for truncation to six letters will be given later.)

- ARE DOES PAST ALONE UNTIL EITHER NEI'IHE THINGS
A BUT DONE PLUS ALONG WASNT ELSEWH NEVERT THOUGH
[ CAN DONT REAL AMONG WHERE ENOUGH NOBODY THROUG

AM DII) DOWD SAME APART WHICH EVERMO NOTHIN TOGETH
AIN ETC EACH SELF ASIDE WHILE EVERYO NOWADA TOWARD
AS FEW ELSE SOME BEING WHOSE EVERYT NOWHER UNDERN
AT FOR EVEN SUCH BELOW WOULD EVERYW OFTENT UNDOIN
BE GET EVER TH-AN COULD ACROSS EXCEPT OTHERS UNLESS
BY GOT FROM THAT DOING AGAINS FAIRLY OTHERW WHATEV
DO HAD GETS THEM EVERY ALREAD FARTHE OURSEL WHENEV
HE HAS HAVE THEN LATER ALMOST FOREGO OUTSID WHEREA
I F [loW HERE THEY LEAST ALTHOU FOREVE OUTWAR WHEREF
IN ITS INTO THIS MIGHT ALWAYS FORWAR OVERMU WHEREI
IS MAY JUST THUS NEVER AMOUNT FURTHE PERHAP WHEREV
IT NOW KEEP UNTO OFTEN ANOTHE HARDLY PLEASE WHETHE
ID' OUR KEPT UPON OTHER ANYBOD HAVING PRETTY WITHIN
IMY OWN LESS VERY OUGHiT ANYONE :iEIGHT RATHER WITHOU

NO TIE LEST WELL QUITE ANYTHI IIENCEF REALLY YOURSE
OF TOO MANY WERE RIGHT ANYWHE HEREIN SEVERA
"It WAS MINE WHAT SHALL AROUND HITHER SHOULD
ON WAY MORE WHEN SHALT AWFULL HOWEVE SOMEBO
OR WHIO MlOST WIHOM SINCE AWHILE INDEED SOMEDA

SO WY MUCIH WILL STILL BACKWA INSTEA SOM1ETH
To YE'S M1. ST WILT THEIR BECAUS INWARD SOMETI
UPT YET NEXT WIT HE TIRE BEFORE ITSELF SOMEWH
us YOU NONE YOUR THESE BEHIND LIKEWI THEIRS
WE ALSO ONES ABOUT THING BETWEE MIDDLE THEMSE
ALI, AWAY ONLY ABOVE THOSE BEYOND MIGHTY THEREA
AND BEEN ONTO AFTER TRULY CANNOT MOREOV THEREF
ANY IOTH OVER AGAIN UNDER DURING MYSELF THEREW

5
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[4. Editing Procedures

A three-stage procedure was followed to correct errors.

Proofreadii. The cards were listed and the listings were proofread.

Errors were corrected by punching new cards.

Mioqpellingg. The cards were placed onto mvagnetic tape and the words were

extracted using the definition of Section 2.2.1. There were 112,774 words in

all. These were alphabetized by the computer and all words appearing only once

or twice were printed by the computer. The rationale here is that the same

misspelling will not occur more than twice. The printouts were proofread and

misspellings were corrected by repunching cards.

Hyphens. Depending upon the author, the same word may or may not be

hyphenated, e.g., anti-aircraft, antiaircraft. These words presented a

special problem and were examined carefully. A correction card eliminating

the hyphen was punched for those hyphenated words which we considered to be

two words. The hyphens within the remaining hyphenated words were eliminated

by "squeezing-up" those words, After correction for hyphens the misspelling

edit was repeated.

5. Form of Data

Function words were eliminateo from the edited data because it was felt

that they would not contribute to discriminating among unclassified, confidential,

or secret paragraphs. The function words constituted some 42 percent of the

total number of words and their elimination saved considerable computer time.

All words were truncated to six letters. In word studies it is desirable--

and it is common practice--to define two words with the same root but different

endings as the same word. However, the rules for so doing are quite elaborate



and it was not deemed worthwhile to write the complicated computer programs

necessary to apply such rules. The truncation is a simple expedient to com-

bine words with the same root. It does occasionally result in combining two

words with different roots and it does not combine words of less than six

letters. Nevertheless, it is a rather effective substitute for the more

accurate, but much more complicated, procedures now in use.

All words and word-pairs were then placed onto a magnetic tape for

subsequent processing.

7



SECTION Ill

STATISTILAL METHODOLOGY

* Two statistical procedures were used to develop objective methods for

Sat"igning security classifications to paragraphs. The techniques are (1)

stepwise linear regression, and (2) regression estimation of event proba-

bilities (REEP). The techniques have been described in some detail in other

publications: stepwise regression in [5] and REEP in [4). Detailed descrip-

tions of applications of these tezhniques are available in [71 and [3]. In

this section we simply describe the procedures; their application is considered

in later sections.

The 998 paragraphs were separated into two samples by extracting every

third paragraph. The statistical procedures are applied to the larger--or

developmental--sample, and the resulting methods for assigning security

classifications were tested for accuracy on the independent sample.

In both techniques, a stipulated variable--security classification--called

the predictand is the object of estimation. The variables used to make the

estimation of the predictand are called predictors. Both techniques begin with

computation of a "predictor-predictand"° matr~x as in Table I.

The general entry, Xnm, in Table I is the value of the m-th predictor

in the n-th paragraph. The formation of predictors is discussed in detail in

Section 4. The predictand variables, the Y's, are dunmy variables--i.e., vari-

ables which can take 6n only the values zero or one. For exacple, YnU takes

on a value of one if paragraph n is unclassified and YnC = YnS ' zero; YnC is

one if a paragraph is confidential and YnU ' YnS - zero; and similarly for

YnS and secret. N is the number of paragraphs in the developmental samrle.

8
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TABLE I

PREDICTOR-PREDICTAND MATRIX

Paragraph Predictor Number Predictand
Number 1 2 ... m .. M U C

Parah 11 12 Ix 1M iu s
1XI X2 ' XXm '' IM YIU IC Y'1S

2 X21 X22 X2m ... X2M Y2U Y2C Y2S

Xni n2 ... nm " nM Yau nc Yns

XN I XN2  . XNm ... XNM YNU YNC YNS

9
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The number of plausible predictors that might serve to assign security

classifications to paragraphs is very large, if not virtually unlimited. For

example, X could be a frequency count of the number of times that word m

occurred in paragraph n, in which case the number of predictors M would be

equal to the number of different words in all N paragraphs. This situation

imposes the practical necessity of selecting a managcable number of predictors.

The statistical techniques, therefore, include provisions for the preferential

selection of effective predictors from a very large set of possible choices

for use in regression or REEP. Substantial previous experimentation comparing

performance on independenL data of estimating functions using large numbers

of predictors with those using selectively chosen subsets of simh variables

has shown, as a rule, that whatever predictability resides in a large set is

almost wholly contained in the much smaller subset. The objective selection

of such a small subset is termed screening. After screening, the redundant

or non-controlling predictors are eliminated from subsequent analyses, and

a system for assigning security classifications to paragraphs is developed

using only the selected predictors.

6. Stepwise Linear Regression

In multiple regression, a predictand Y is e:.pressed as a linear f'nction

of a number M of predictor variables X l2 ,M).

A Am

0 1 1 2 2 AXM(11-i)

where the coefficients A (m-0,l,...,M) are determJnea by hkast squares. Ya

can be an estimate of any oni of the three Y's of Table I, i.e., the stepwlse

technique is applied three times.

10



As noted above, if M is large, screening is desirable. To select the

first predictor, the simple linear correlation coefficient is computed between

the predictand Y and each of the entire set of M predictors. The predictor

giving the best coefficient (i.e., highest in absolute value) is selected as

the first predictor. Next, the partial correlation coeffic'ent between each

of the remaining predictors and the predictand (holding the first selected

predictor constant) are examined, and the predictor associated with the best

coefficient is then selected as the second predictor. Additional predictors

are selected in a similar manner. At each step partial correlations are

computed between the predictand and each of the remaining predictors while

holding constant the previously selected predictors. The predictor associated

with the best partial correlation is selected. This is equivalent to selecting

that predictor which adds the most independent predictive information to the

previously selected predictors. At each step a test is made to see if the new

predictor selected adds a satisfactory amount of additional information. When

the test fails selection is halted. A multiple regression is then computed

between the variable to be predicted and the small set of selected predictors.

The stepwise regression technique will result in three equations--one

for each security classification. In applying the equations to the test sample

of paragraphs, the largest Y gives the security classification assignment.

7. Regression Estimation of Event Probabilities (REEP)

The REEP technique is much like stepwise regression but differs in two

important respects: (1) the use of dummy predictors exclusively, and (2) the

simultaneous consideration of all three predictand dumhy variables--the three

Y's of 'Table 1--rather than piecemeal consideration.

11



The first step In the REEP procedure is to transform each predictor

Svariable to a set of "dumoy variablea." A dummy variable is a variable

which can take on only two values, zero or one. An example illustrates

the procedure for continuous variates. If X is a continuous variable,

it can be divided into G ranges by specifying G-i class limits, XI, X2 , ...

where

- - < X 4 X1 0 X1 < X S X2, .. , XG-1 < X < +

A set of G dummy variables is generated by finding the range which encloses

a specific X-value and assigning a one (1) to the proper dummy variable and

zero (0) to the remaining G-i dummy variables. This procedure is repeated

for all N values of X. Qualitative variables are transformed into dummy

predictors in a manner similar to that indicated in Table I for the pre-

dictand "security classification." This permits qualitative variables to

be incorporated into the REEP procedure in a natural and easy manner.

The selection of predictors is made by first computing the simple linear

correlation coefficient betweeu each dummy predictor and each dummy predictand

-- or 3 times M coefficients in all. The highest coefficient of this entire

set gives the first predictor. Next, the partial correlation coefficients

between each of the remaining predictors and each of the dummy predictands

are examined and the highest one gives the second predictor. Additional

predictors are selected in a similar manner. Fiually, three regression

equations are computed, one betwekn each of the three predictand variables

and the final set of selected predictors. Application of the equations to

t:.e test sample of paragraphs will give che probabilities that a paragraph

belongs to each of the three security classifications.

12



SECTION IV

FORMATION OF PREDICTOR VARIABLES

The basic assumption underlying this study in that the words of a para-

graph contain information for determining its security clausification. To

extract such information, 66 predictor variables which potentially contain

information were computed. These were arranged in a matrix as indicated in

Table I and the two statistical techniques were applied to select in an

objective manner those predictor variables which actually contain information

for discriminating among the three types of paragraphs.

Three decisions discussed previously impact on the formation of predictor

variables: (a) function words were eliminated, (b) word-pairs are considered

as words, and (c) the developmental sample of paragraphs is used for generating

the matrix.

Predictor vaBriables were formed by a two-stage process of first attaching

three scores to each word and then combining the scores over the words in a

paragraph. The combination was done in a variety of ways resulting in a number

of predictor variables. In this section we describe the mcthod of forming the

predictor variables. Their use is discussed in subsequent sections.

8. Word Scores

Three scores were assigned to each word. As a first step in devising the

scores, it was assumed that it is simply the appearance or non-appearance of a

word in a paragraph, rather than the number of times it appears, which serves

to determine the security classification of the paragraph. Consequently, a

count was obtained of the number of different paragraphs in which each word

appears. This number was designated as Nj for the J-th word. Some of these

N paragraphs were unclassified, some confidential, and some secret. These

three quantities were denoted as N up Nic, and N where

13



IN + N + N N (IV-l)
ju j c jo a j

The con'ention was adoptLd that an individual wvrd will be counted each tise

it appears whethnr alone or as part of a word-pair- e.g., if word j appcaiil

eight tLI, alone and four times as part of a word-pair, denoted as word k,

then N. u 12 and Nk " 4.2k

If it is assumed that word j does not offer any informition whatsoever

about the security classification of paragraphs, then the number of different

unclassified paragraphe in which word j should appear i& proportional to the

total number of unclassified paragraphs. (Such an assumption is termed the

null hynothesis in statistical decision theory.) S-imilarly, the number of

different confidential and secret paragraphs iti which word j shou.ld appear is

proportional to the total number of such paragraphs. Mathematically,

E ='(Ku/K)
V jU

IN N(K /K) (IV-2)
jc j C

E js =Nj (Ks /K)

where E is termed the expected number of paragraphs, K is the total number of

paragraphs in the developmental sample, and Ku, Kc, and K are, respectively,s

the number of unclassified, confidential, and ,ecrý,t paragraphs in this same

sanple.

Three scores were attach,." to word J:

Slu a (Nju - Eu)/(E ju)112

Sjc = (Njc - Ejc)/(Eujc1/2 (IV-3)

S a (IN - E )/(E s1/2
j a ja j a jS'

14



Intuitively, the scores appear reasonable. Their numerators are deviations

of actual values from expected values. Thuv, if N j exceeds E by a large

amount then word j appears in secret paragraphs much more ofteni titan expe'2ted

by chance. Such a word should be useful for distinguishing between secret

and other types of paragraphs, The denominators arL factcrs which take into

account the number of paragraphs in which word j appears. This is required

since a large value of (NJS - E JS) does not mean the same Lhing i. word j

appears ir 50 different paragraphs (N - 50), as it does if word j appears

in only four paragraphs (N - 4).

Statisticall), each S-value is a "chi variate" which approximates a unit

normal deviate as N increases. Such approximations have desirable properties;

in particular, their sum is a meaningful quantity. (An example of non-meaningful

quantities is the sum of the numerators alone or the sum of ratios such as

Ns/N .) Consid'erable effort has been devoted in the field of statisticalis J,

theory to the minimum value that " can as-ume for S to have the desirable

properties. For the case considered here, where E 1u, Ec , and Ejs are approxi-

mately equal because K K ': K , it has been found that E 2 1.0 Is satis-Sc s

factory. Therefore, only those words for which N is at least four (4) have

scores attached to them.

9. Combining of Scores

There were three different combit.ation methods', and each method resulted

fn a number of predictor variables.

9.1 Means

The scores were summeo in various vays over the usable words of a paragraph.

A usable word has three characteristics: (a) 4t is not a function word, (b) it

appears in at least four different paragraphs in the developmental sample of

15



data, and (c) it has not appeared previously in the same paragraph. Charac-

teristic (c) is necessary to assure that a word appearing more than once in a

paragraph will have its scores summed only once. To account for the varying

number of usable words in the paragraphs, each sum is divided by the total

number of usable words, denoted by Li for the i-th paragraph.

The first three predictors are the arithmetic means of the three scores

over all usable words of the paragraph:

g1l001 a (S ju)/Li

M¢IOoi a (ESjC )/Ihi•V4

MslOOi = (ES \)/LV

(The reason for the notation is given later.)

Other means were also computed. The rationale for such means can be il-

lustrated by an example. Consider u paragraph with a few large positive values

of S but many small negative values of Ss. The sum, H5100i, could easily be

negative. Yet, logically, it is quite conceivable that there be Just a few

strong words which make a paragraph secret and the remainder of the words in

the paragraph may not be important. To take account of sach possibilities,

additional means are ccomputed:

MU _-- (_ (k) Sju)/Li

MC__i E (Ek) S )/L (IV-5)

M ((k) s iL

rif S > k
where (k) =a

if Sjar k

L6



and a can be u, c, or a. Equations (IV-5) state that the scores of the words

of paragraph I are summed only for those cases for which the score exceeda k.

For example, with k - 0 only positive values of S are sued.

It is ncm desirable to assume which value of k would result in predictor

variables containing the maximum amount of information for discriminating

atmong the three types of paragraphs. Therefore, k was set equal to a number

of different values. Insertion of each k in equations (IV-5) results in three

predictor variables.

To develop a reasonable set of k-values, advantage 'was taken of the fact

that the scores--the S-values--are approximately normally distributed. Cox [21

and Bryan and Southan [1] have developed a method for the optimum subdivision -

of -. normally distributed variable. Their method was applied as follows: The

S scores for all words in all paragraphs constitute a normally distributed

variable. Similarly, Sc is a normal variate and so is S,. The three variables

are treated separately. A variable is arrayed from lowest to highest. The

array is examined to choose class limits which subdivide the variable in the

manner indicated in Table II. The class limits are the k-values.

TABLE II

SAMPLE ARRAY TO CHOOSE CLASS LIMITS

Percentage of Scores
Class Limit Higher than ,Class Limit

kI 98

k 2  91

k 3  80

k 4  66

k 5 50

ki6  24

ki7  20

k8  9

k9 2
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Use of tae k-values obtained in this way resulted in 27 variables, 9

for each of the taree types of scores. The notation of the variables is

U99i, MC9i, MS98i when k: is used in equations (4-5): Mi9I2, MC91i, W911
!when k 2 is used, etc.

9,2 Frequencies

Frequency predictor variables are defined in precisely the same manner

as Mean variables except that the S-values are counted instead of being su-mmed.

Specifically,

a ( (k)

FC--, (E (k). )/Lju £

FS__, (k)
•s-' " (ju/i

where, as before,

•(k) = 1i ja k

ju 0 if Sa k

and the sumnations are made over the usable words of paragraph i.

Twenty-seven predictors were computed by using the 9 k-values listed in

Table II: FU98V, FC98i, FS98 , ... , FU02J, FC02i, FS02,.

9.3 Highest Value Sums

There are nine such predictor variables defined as follows:

HUli M largest Su value in paragraph i.

HU3 1 - sum of three largest S values in paragraph i.
u

HUSi sum of five largest S values in paragraph i.

Similar definitions hold for HC- and HS-.

18



9.4- SumimarZ

The 66 predictors are listed in Table I11.

TABLE II1

PRED1CTOR VARIABLES

mU1O0 MCOO0 0SIOO
HU98 MC98 NS98
MU91 MC91 NS91
MU80 MC80 SO80
MU66 MC66 NS66
HUSO MCSO 1,S50
MU34 MC34 MS34
MU20 MC20 MS20
HU09 MC09 MS09
MU02 MC02 HS02

FU98 FC98 PS98
FU91 FC91 PS91FU80 FC8O PS80 

4FU66 FC66 PS66
FU50 FC50 FSSO
FU34 FC34 FS34
FU20 FC20 FS20
FU09 FC09 FS09
FU02 FC02 PS02

HUI HCI HSIHU2 HC2 HS2
HU3 HC3 HS3

19Io
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SECTION V

EXPERIMENTS

Four experiments, Sections 1 through 13, were completed to test some

assumptions made in developing the word-scores and their combination. The

paragraphs were separated into two samples--a dependent sample for developing

Scomputer methodis of AsglgnIng security classifications to par~graphs, and an

independent sample for testing the accuracy of the methods. An experiment

(Section 14) was made to study the optimum size of the dependent sample. In

conducting this experiment, it was noted that there was quite a loss in ac-

curacy from the dependent to the independent samples. A procedure (see

Section 15) was devised and tested to reduce this loss in accuracy. One

of the two statistical techniques was used to develop an automated-computer

method for assigning security classifications (see Sections 16 and 17).

10. Individual Words as Predictors

In previous work in development of automatic indexing procedures (e.g.,

[81) individual words are used as predictors instead of being scored and then

collectively combined. For example, the presence or absence of a specified

word in a paragraph could constitute a dummy variable predictor by assigning

a one for presence and a zero for absence. Alternatively, the predictor could

be the number of times that a word appears in a paragraph. A full-scale in-

vestigation of the relative efficacy of such predictors as compared to score-

type predictors is beyond the scope of this stud). However, some useful

information could be obtained in a simple and straightforward manner.

There were 1741 different individual words--exclusive of function words--

and 643 different word-pairs appearing in four or more paragraphs. For each of

these 2384 "words," frequency counts were made of the total number of paragraphs

20
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the word appeared in and the number of such paragraphs which were unclassified,

confidential, aud secret. These quantities are the Nit N. N . and N de-

fined in Section S.

A detailed but entirely aubJective examinstion of these frequencies was

made. Many of the words appeared infrequeotly. Such words cannot be expected

to be good predictors s1Lply because most pVrsgraphs will not contain them.

Approximately 150 words appearing in 50 or more paragraphs--the frequently

occurring words--did not appea; to occur more frequently in one type of para-

graph than in another (i.e., N u, Njc, Nis did not differ radically). S,)ch

words are not useful predictors by themselves.

It was concluded that summing of scores over all usable words of a para-

graph would tend to cccumulate the small amounta of inforwtation in each word

and, therefore, woulid be more likely to prove to be a good prediction method.

However, the issue ts not closee, and it is recommended that a test be made

to determine wherher indiridual word predictors add any information to score-

type predictors.

11. Multiple Word Occurrence in a Paragraph

The first occurrence only of a word in a paragraph was used to compute

predictor variables. (See Section 9.1 for definition of a usable word.)

This assumes that subsequent occurrences contribute no information for as-

signing i security classification to that paragraph. An experiment was

performed to test this assumption.

The test was made by computing a small set of predictor variables using

first occurrences only and another similar set using all occurrences. The

two sets were then used bo assign security classification to paragraphs and

the assignments were verified by comparison tyth the actual classifications.

21



Three predictor variables 1.1100, MCl00, 15100 wore obtained by summing

scores for usable words--i.e., first ozcurrences only are included in the

sums, (See equations (IV-4) for definitions of the variables.) Three new

predictor variables were computed in a similar manner except that scores

for all occurrences of a word were included in the sums. The six variables

were computed for each of the 998 plagraipha.

Using the 666 paragraphs of the dependent sample, mean values of each

variable were computed. Deviations from mean values were then computed for

all 998 paragraphs. To illustrate the computations, consider the variable

HU100 of which 998 values were computed by equttions (IV-4). The mean is

MU100 - (E MU100 )/666 , CV-1)

where the summation is over all paragraphs in the dependent sample. The

deviations are

V mulOi = 100i -i 1--100; i=1,2,...,998 (V-2)

K- The largest value of mulOO1 , mcliOOv and mel001 determines the assignment

of a security classification to paragraph i. Assignments were made in this

way to all 998 paragraphs. Verification of the assignments on the dependent

and independent samples for the two sets of variables is shown in Table IV.

The accuracy of the assignments was measured by the proportion of "hits,"

which is the sum of the elements on the main diagonal divided by the total

number of assignments. On the dependent sample, there were 90.3 percent tilts

for the single-occurrence assignments and 86.6 percent for the assignments

made by the multiple-occurrence variables. On the independent sample, the

corresponding figures are 51.2 percent versus 49.6 percent. Thus, on both

22



TAXIA I-V,

C0,O11PARISON OF SINGLE VS. MULTIPLE WORD OCCURR"ECE

Dependent SaMle

a)_s•inle Occurrence kb) Multiple Occurrence

Actual Actual
U C. S Total U C S Total

SU 199 16 13 228 -. U 187 10 10 207

S7 202 5 214 13 184 3 200

S 5 18 201 224 S 11 42 206 259
Total 211 236 219 666 Total 211 236 219 666

60257
Z Hits = 9013 % Hits 86.6

666 6t66

Independent Salle

(c) Sinalg Occurrence (d) Multiple Occurrence

Actual Actual
U C S Total U C S Total

SU 72 35 21 128 .0 U 62 27 14 103

C 31 40 20 91 P C 31 37 19 87

4
S 28 27 58 113 38 38 66 142,

Total 131 102 99 332 Total 131 102 99 332

% Hits 1"0 51.2 % Hits 165 49.6
332 332

23
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samples the single-occurrence type variables resulted in better assignments.

It is concluded, therefore, that subsequent occurrences of a word in a pars-

graph do not contribute any information for assigning security classifications.

12. Word-Pairs

An experiment was done to determine whether word-pairs contribute dis-

criminating information, The procedure wns quita eimilar to the one lust

described. Two small sets of variables, one with and one without word-pairs,

were used to assign security classifications to paragraphs. The assignments

were then verified and compared. The variables with word-pairs are the

mulOO, mcl00, and mslOO defined in the previous section. A new set of three

variables was obtained by summing scores over single words of a paragraph,

not including word-pairs. As before, deviations from means were computed,

and the highest of the three deviations for a paragraph governed the security

assignment.

The assignments were verified on the independent sample only and are

presented in Table V.. The percentage of hits is 50.9 without word-pairs

and 51.2 with word-pairs. Although the rise is rather small, it is con-

cluded that word-pairs do contribute a small amount of discriminating infor-

mation over and above that contributed by single words.

13. Four or More Paratraphs

Predictor variables are obtained by considering the scores of usable

words only (see Sections 9.1 and 9.2). One characteristic of a usable

word is that it must have appeared in at least four paragraphs. Four was

chosen because it is the minimum number necessary for S, defined by Equations

(4-3), to have certain desirable statistical features. A test was made to see

if requiring more than four paragraphs would result in better predictors.
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TABLE V

TEST OF USEFULNESS OF WORD-PAIRS

(a) Word-Pairs (b) No Word-Pairs

Actual Actual
U C S Total U C S Total

-U 72 35 21 128 U 70 37 21 128

C 31 40 20 91 C 32 38 17 87

S 28 27 58 113 S 29 27 61 117

Total 131 102 99 332 Total 131 102 99 332

Z Hits - 1 - 51.2 Z Hits - 169 50.9
332 332
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Again the procedure was similar to that described in Section 11. Three

small sets of variables were obtained: one using the four-paragraph criLerion,

a second using 10 paragraphs as the criterion, and a third with 15 paragraphs.

For each criterion three variables were computed as before. The four-paragraph

variables are the same mulOO, mclOO and mslOO used in Sections 11 and 12.

Two new sets of variables were obtained by redefining a usable word to in-

clude (a) only those words appearing in 10 or more paragraphs, and (b) only

words appearing in 1.5 or more paragraphs. New MUI00, MS1OO and MC100 vari-

ables were computed, and deviations from their means were used to assign

security classifications. The verificatidns on the independent sample of

data are presented in Table V•. The percentage of hits was 51.2 for the

four-paragraph criterion, 51.2 for 10 paragraphs and 50.6 for 15 paragraphs.

Since neither of the other criteria gave results better than the four-paragraph

criterion the latter was retained.

14. Size of Sample

How many paragraphs are required in the developmental sample to develop

an objective method of assigning classifications? It is well-known that use

(B large samples would result in more accurate assignments. On the other

hand, the original subjective assignment of security classifications to a

developmental sample of paragraphs and the collection and prucessing of such

data is quite costly. Thus, the fewer the number of paragraphr required the

less the cost. This conflict was deemed sufficiently important to justify

a more elaborate experiment than the four described in Sections 10 to 13.

Three developmental samples were generated, one being twice the size of

the• other two. The first consisted of the 666 paragraphs obtained by elimi-

nating every third paragraph from the entire sample of 998 paragraphs. The
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TABLE VI

TEST OF NUMBER OF PARAGRAPH CRITERION

(a) Four or More Paragraphs (b) Ten or More Paragraphs

Actual Actual
U C S Total U C S Tota'l

. U 72 35 21 128 79 36 26 141
C 31 40 20 91 C 26 41 23 90

28 27 58 113 S 26 25 50 101

Total 131 102 99 332 Total 131 102 99 332

% Hits - 0- 51.2 X Hits - L - 51.2

Cc) Fifteen or More Paragraphs

Actual
U C. S Total

SU 80 36 29 145

.C 26 39 21 86

S 25 27 49 101

Total 131 102 99 332

Z Hits - 68 50.6
332
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oU'er two of 333 paragraphs each consi•o-'.6!. ( every 9ther patasph of tLhe

tirst developmental sample.

The 66 predictor variables described in Section 4 were computed for

each sample separatrly. The screening multiple regression technique, de-

scribed in Section 3.b was applied to each group of predictors, and a set

of three regression equations was obtained from each of the three samples.

The sets were compared by applying them to the independent sample of

data. Application of a set results in three numbers for each paragraph, the

highest number determining the assignment of a security classification to

that paragraph. The assignments were verified by comparison with the actual

classifications. The results, presented in Table VII, show that the per-

centage of hits of the larger sample (51.2) is higher than that obtained from

either of the two smaller samples (50.9 and 46.6, respectively). Therefore,

it was concluded that 333 paragraphs were insufficient for a developmental

sample.

15. Shrinkage

While conducting the previous experiments, it was noted that the accuracy

of security assignments for paragraphs in the independent sample were consider-

ably less than the accuracy for paragraphs of the developmental sample. Such

loss in accuracy is termed "shrinkage." In experiment 2, described in Section

11, the percentage of hits fell from 90.3 for the developmeutal sample to

51.2 for the independent sample. To pursue this point further, the set of

three regression equations developed on the large sample of oaragraphs (see

Section 5.5) was applied to this same sampv'.. Xs before, the highest of the

three numbers obtained for each paragraph determined the assignment of a

security classification to that paragraph. Comparison of assigned-versus-actual
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TABLE VII

EFFECT OF SAMPIE SIZE IN ACCURACY

(a) Large Sample

Actual
U C $ Total

SU 64 26 11 101

vC 39 42 24 105

S 28 34 64 126
Total 131 102 99 332

Z Hits 17= - 51.2

(b) First Small Saule (c) Second Small Sample

Actual Actual
U C S Total U C S Total

- U 65 26 8 99 u U 52 30 17 99

44 33 4 3 ilýc 3 4 2 0

•'S 33 29 58 120_ " S 42 27 58 127
Total 131 100 99 330* Total 130 101 99 - 330&-

C Hits -45 3 50.9 % Hits -36 4 46.4

33030

*Two cases vere inadvertently lost. Hovever, this does not saterially

influeuce the conclusion.
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classifications in given in Table VIII(a). Cable VIII(b) is a repeat of

Table VIl(a) which gives the verifica4.ion results of applying this sa•e

set of equations to the independent set of paragraphs. The percentage of

hit& drops from 92.9 on the developmental sample to 51.2 on the independent

sample. Although shrinkage is likely to occur in any similar statistical

analysis, the amount of shrinkage observed here is much greater than usual.

The cause of the shrinkage lies in the method employed in forming the

predictor variables. An example serves to illustrate the difficulty. Con-

aider the values for paragraph i of MU100, MC100, and MSlUO and assume that

paragraph £ is secret. The explanation which follows would hold for any

paragraph of any security classification and any set of three variables.

The values ?U100, M1C00i, and MS100l were obtained by summing the scores

of all usable words in paragraph i. The scores were computed by equations

(IV-3), repeated below,

Sju * (Nu -Eju)/(Eju)1/

S M (N - )/(E M )l/2 (IV-3)jc ic jc jc

S * (N -E )/(E )l/2
js is is ja

where Njs is the number of secret paragraphs in which word j appears. Now

(the crucial point) if word j appears in paragraph i, a secret paragraph,

Lhan N would tend to be larger than either Nju or N simply because pars-

graph I contributes to N but not to either of the other two. Therefore,

S will tend to be larger than either S or Si. In fact, all S valuer:
JS ju ic s

30
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TAmLE VIIl

VERIFICATION OF LARCE-SAMPLE REGRESSION EQUATIONS

(a) Deve!ogental Sable (b) I ende nt Sa3le

Actual Actual
U C S _ Total U C S Total

gU 195 4 6 205 v U 64 26 11 101

.C 8 214 6 228 .. C 39 42 24 105

s 7 16 207 230 S 28 34 64 126

Total 210 234 219 663 Total 131 102 99 332

616 170Z Hits - 6  -92.9 Z Hits - 3 51.2
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entering into the formation of NSI0G will tend to be larger than the cor-

responding values entering into the formation of either IU100i or HC100i.

Therefore, it is not surprising that SIG0Oi tends to be the largest of the

three values. As i2llustrated by experiment 2 (Section 11), this tendency

is strong enough to achieve a percentge* of hits of 90 on the developmental

sample. This wan* that in 90 percent of the paragraphs WOA0O is larger

than the other two predictors, where 1A is the security classification of

the paragraph (A * U, C, or S).

A method eas devised to reduce the shrinkage. The developmental sample

of data was divided into two equal samples (designated as A and B) by taking

every other paragraph. Equations (111-5) were applied to each sample separately

to compute word-scores. Thus, the same word has six scores attached to it,

three from sample A and three from sample B. Predictor variables were formed

as before (Section 9 ) by suminng scores. However, for paragraphs in sample

B, word-scores from sample A are applied and vice-versa. The end result is a

set of 66 predictor variables for every paragraph in the developmental sample.

The screening multiple regression technique was applied to these predictor

variables to obtain three regression equations.

To measure the shrinkage, the equations were applied first to samples

A and B, which together constitute the developmental sample, and then to the

independent sample. 'To apply the equations to the independent sample of para-

graphs, the word-scores developed on A and those developed on B were averaged.

That is, a word appearing in a paragraph of the independent sample first had

six scores attached to it. These were reduced to three by averaging the

corresponding sample A and sample B scores. After averaging, the predictor

variables were formed as before b) summing, or counting, over usable words of

a paragraph.
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As in Section 15, the higheot of thr*e resulting values for a par&-

graph determines the assignment of a security classification to that par*-

graph. The astigmenta veto verified by comparison with the actual clas-

sifications and the results are given in Table IX(a) for the developmental

sample and Table IX(b) for the independent saeple. The percentages of hits

are 52.9 and 51.1 for the developmental and independent sample, respectively.

Although the method was quite successful in reducing shrinkage, it did

not succeed in raising the absolute level of the accuracy of security assign-

meats to the paragraphs in the independent sample. This can be seen by com-

paring Table VIII(b) with Table IX(b). The first measures accuracy on the

independent sample using the usual type predictors, whereas the second measures

accuracy of the "shrink-resistant" predictors. The percentages of hits are

almost the same, and the tables are quite similar. This was quite a disappoint-

meat to us. Nevertheless, the method is considered to possess considerable

merit because it leads to much more realistic estimates of the accuracy to be

expected on an independent sample of data. In many problem, independent data

may not be available or may be too costly to collect and process.
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TABLE IX

VERIFICATION OF SHRINKAGE RESISTANT REGRESSION EQUATIONS

(a) D yeveoimmntal Sample (b) Independent Sample

Actual Actual
U C S Total U C S Total

3 U 90 53 31 174 . U 59 28 14 101

61 110 38 209 31 40 16 87

"• S 55 72 149 276 S 40 32 69 141

Total 206 235 218 659* Total 130 100 99 329*

*A few cases are omitted because of the method of computation.
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16. Apelicatiou of the REE Techni•oe,- Simple Dumayint

The regression estimation of event probabilities (REEF) statistical

technique was used to ddvelop methods for assipning security classifications.

It will be recalled (Section 6) that the first step in the REEP procedure

is to generate a set of dummy predictor variables from each of the continuous

type predictor variables. Such generation can be done in a number of ways.

Two were attempted; one is reported upon in this section and the other in

the next section.

As a result of the previously discussed experiments, the following rules

were used to form 66 continuous predictor variables:

(a) The entire set of 998 paragraphs was divided into a

developuental sample of 666 paragraphs and an Inde-

pendent sample of 332 paragraphs by extracting every

third paragraph to form the independent sample.

(b) Equations (IV-3) were applied to the entire develop-

mental sample of paragraphs to compute three scores

for each non-function word and word-pair which ap-

peared in at least four paragraphs.

(c) The method of forming predictor variables was as de-

scribed in Section 9--i.e., scores of usable words

or word-pairs were summed or counted and only the first

appearance of a word or word-pair in a paragraph was used.

In this first REEF experiment, just one dumy predictor variable was gener-

ated from each of the 66 predictor variables. The method of generation was the

same in all cases: a dummy predictor variable takes on a value of one if the

value of the original variable is greater than its mean and is zero if the value

35
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iF
[to equal or smaller than its man. The RK? procedure wva applied to the re-

sulting 66 dmmiy predictor variables.

As indicated in Section 6, the end-product of such an application is a

method for computing the probabilities that a paragraph is unclassified, con-

fidential, or secret. The largest of these three probabilities determined

the a msiagnmt of a security classification to a paragraph. Assignments were

made In this vay to all paragraphs in the Independent sample. The assiluments

vere verified as before by comparison with actual classifications. The results

are given in Table X.

TABLE X

ACCUPAY OF ASSIGN•INT BY Ri.EP TECHNIQUE

INDEPENDENT SAMPLE OF PARAGRAPHS

ActualU C S Total

U 67 35 19 121

".C 36 41 20 97

S28 26 60 114

Total 131 102 99 332

The perccntage of hits is only 50.6Z. This is lower than the percentage achieved

by the regression equations of Section 15 [see Table VIII(b)].It is not even

as good as the accuracy attained by the very simple procedure described in

Section 11 (see Table IV).

The cause of such low accuracy was hypothesized to be the rather kimple

tmehod we employed to generate the dummy predictor variables. Therefore, another

method was devised and is reported upon in the next section.

36



17. &volication of REEF Technique Final System

The &econd method for generating dumy predictor variables is to find

K-I numbers which separate an original predictor variable into K groups so

that prespecifLed percentages of the total number of cases fall into each

group. The allowab.e percentages for K - 5 snd K - 6 are listed in Table X1.

The percentages were obtained from Cox 1 2 1 and Brian and Southtn I I ] who

have devised a method for dividing a continuous variable into K groups such

that the grouping error is minimized for a stated K.

TABLE XI

PERCENTAGE FREQUENCY DISTRIBUTION OF OBSERVATIONS IN K DUMMIES

_K Percentage of Total Observations

5 10.9 23.7 30.8 23.7 10.9

6 7.4 18.1 24.5 24.5 18.1 7.4

Eleven dummy predictor variables were generated from an original variable.

This was accomplished by ranking the 666 values of a variable in numerical order

from lowest to highest value and counting up to the required percentage of ob-

servations. For example, for K - 5 the first number found, call it L 51, is

the value of the (.109) x (666) - 73rd ranked observation of the variable; the

second number, L 52, is the value of the (.109 + .237) x (666) 230th obser-

vation; and so on for L•5 ) and L(5). Once the four L -values are obtained.
3 4

they are used to generate 5 dummy predictor variables where
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Dummy 1- 1 if X S L, otherwi e dummy 1- 0

umy 2 1 if L X 5) otherwise dummy 2 0
1 2

3- hf i4() (5)Dumy 3- IifL 2 X 5L 3  ;otherwised~may 3in0

(5))

Dummy 5 1 If L X; otherwise dummy 5 - 0

This same procedure was used to generate another set of six dummy variables for

each predictor by using the percentages listed in the last row of Table 11.

These are designated as dummy 6. dummy 7, ... , dummy 11.

The entire set of 66 variables was nit used to generate dummy variables.

This would have resulted in 11 x 66 - 726 dummy predictor variables, and the

KEEP computer program cannot handle this many -,ariables. It is our Judgment,

however, that very little is lost by this reduction because the predictor vari-

ables are very highly correlated. A 66 x 66 matrix of correlation coefficients

was computed between each variable and every other variable. The correlations

were quite high; and from inspection of this matrix the 30 variables listed in

Table XII were chosen to generate dummy predictor variables.

TABLE XII

VARIABLES USED TO GENERATE DUMMY PREDICTOR VARIABLES*

MIJI00 FU66 HU1
WC1O0 FC66 HC1
MS 00 FS66 HSi
MJ66 FU50 HU3
MC66 FC50 HC3
MS66 FS5O HS3
W50 FU34 HU5
MC50 FC34 HC5
MS50 FS34 HS5
MU34
MC34
MS34

*See Section 4 for definitions of the variables.
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There were 11 x 30 - 330 duwry predictor variables.

The REEP technique wau appliec. The duvay predictor variables selected

by the technique and the equatior • generated are shown in Table X111.

'ABLE XIII

DUMMY P•r "TORS SELECTED BY REEP

Predict ora Predietand
Original Dugm No Unclassified Confidential Secret

B(O) 0.15546 0.60987 0.23466
B(M) .Jl00 11 0.38873 -0.33865 -0.05007
B(2) ?fJl00 12 0.35807 -0.28741 -0.07066
B(3) MSI00 11 -0.08246 -0.17737 0.25983
B(4) MS100 12 -0.08028 -0.27587 0.35615
8(5) HMSO0 4 -0.09212 -0.25260 0.34473
B(6) MU100 10 0.36366 -0.22026 -0.14340
B(7) MSiO0 4 -0.08509 -0.30858 0.39367
B(8) MUIO0 5 0.46329 -0.29042 -0.17288
B(9) MC100 4 -0.15311 0.38555 -0.23243
B(IO) WCI0N 5 -0.17295 0.40656 -0.23361
B(1l) FS5O 4 -0.01907 -0.10652 0.12559
B(12) MC100 8 0.06903 -0.10464 0.03561
B(13) MUlO0 4 0.08837 -0.11252 0.02415

Inspection of Table XIIIindicates that 12 dummy predictors were selected,

and that all but one of them originated from predictor variables formed by sumidng

all usable words of a paragraph. This has the quite interesting implication that

it is not simply the appearance of one or two strong words which governed the

original classification of the paragraphs but rather the totality of the words.

The regression equations listed in Table XIII appear to be quite reasonable.

Consicier the equation for the unclassified predictand. The first predictor

selected is MUI00, dummy l1and its coefficient Is +0.38873. This variable takes

on a value of one if MU100 is in the next to highest of six categories (i.e.,

L b) < J1I00 • L(6 )). Therefore, the probability that a paragraph is unclassified
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is increased by 0.30113 if MUI0 is high. Further inspection r-veals that

the probability of a paragraph being unclassified decreases is either MSlOO

or 1MC10 is higý, This too is quite reaconable.

The three equations listed in Table XIII were applied to each paragraph

of the independent Gample, and the highest of the three resulLing values for

a paragraph d, riined the assignment of a security classification to that

paragraph. The verification results are shown in Table XIV. The percentage

of hits was 53.9 which is higher than any of the percentages achieved here-

tofore. This a,,reed with our expectations since our experience in previous

investigations if a similar nature has indicated that REEF is the most logical

and natural t,ýhnique to use.

TABLE XIV

VERIFICATION OF REEP EQUATIONS ON INDEPENDENT SAMPLE

Actual
U C S Total

U 61 22 9 92

*C 43 59 31 133

S 27 21 59 107

Total 131 102 99 332
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Several paragraphs misclassified by the Final REEP system were examined

subjectively in an attempt to determine causes of error. Ten paragraphs

assigned a high probability of being secret but which actually were unclassified,

and five paragraphs assigned unclassified but actually secret were presented

to two scientists with long experience in chemical-biological warfare problems.

Both scientists in the past have been charged with assigning security classifi-

cations.

Independently, both scientists could see nothing in any of the five actually

secret paragraphs which they felt would cause the paragraphs to be secret. For

the ten actually unclassified paragraphs,the scientists agreed that they should

be unclassified. Thus, the two scientists agreed in one case and disagreed in

another with the original classifiers. The examination did not reveal any

obvious means of improving the REEP system.
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SECTION Vt

CONCLUSIONS AD RECOMMENDATIONS

An automatic computer method was devised for assigning a security classi-

fication--unclassified, confidential, secret--to a paragraph. The assignment

depends entirely on scores attached to the words of the paragraph. The method

was tested on an independent sample of 332 paragraphs, and 53.9 percent were

correctly classified. Application of the binomial test indicates that 53.9

percent is statistically significantly greatet than the 33.3 percent which

could be achieved by chance. Therefore, it is concluded that the method does

show skill.

Although the automatic method is better than chance, it is not known how

it would fare when compared with the present subjective method of assigning

security classifications. It is our opinion that the skill is too low to

consider replacing the present subjective method of classification. To test

this opinion, it is recommended that a study be conducted to measure the skill

of the subjective forecaster. The simplest way to do this would be to have two

persons independently classify the same set of paragraphs. The amount of

matching of the two classifications would be a measure of skill. If this

amount exceeds 53.9 percent then the subjective classification is better than

the automatic me.hod. Use of more than two classifiers would enhance the

confidence in the results. In either case, such an experiment would not only

provide a benchmark for measuring the success of objective methods, but it

would provide valuable insight into present methods of security classification.

Even if the objective method turned out to be not as good as the subjective

method, it might prove quite useful in providing guidance to a classifier. To

this end, it is recommended that two experiments be conducted. The first is
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rathar sile ;whcreaas the second i& morc complicated and costly but offers

greater potential usefulness.

The first experiment entails use of the probabilities produced by the

REEP technique. It will be recalled that the REEP procedure results in the

probabilities that a paragraph belongs to each of the three security classifi-

cations. The experiment consists of supplying such probabilities to a ntmber

of claggiflera foe a period of time and then surveying them to determine their

opinion of the usefulness of the probabilities. An alternative is to have a

group of classifiers assign two security classifications to a set of paragraphs--

the first without using the probabilities and the second after seeing the prob-

abilities. Appropriate verification procedures could then determine whether

or not the probabilities are useful.

The second, and more elaborate, experiment involves a "sterile environment"

classification. It is generally agreed that there is a tendency to overclassify

documents since there is no penalty for overclassification as there is for

underclassification. A group of classifiers would be asked to assign classi-

fications anonymously to the same sample of paragraphs. The consensus would

be the "correct" classification. The objective technique would be developed

on this sample of paragraphs. Now, the objective technique would be applied to

a new set of paragraphs and the resulting probabilities would be provided to a

classifier as guidance. The worth of the guidance information would be evaluated

as before. Hopefully, this procedure would reduce the amount of overclassifica-

tion. A by-product of such an experiment would be a comparison of each classifier

against the consensus to determine the number of matches, i.e., the first experi-

ment recommended would be a by-product of this experiment.
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It is our firm opinion that the methodology developed and applied during

the course of the study has extracted substantially all of the information con-

tained in word and word-pair frequencies. It is recommended that subsequent

security classification investigations concentrate on other types of information--

e.g., meanings of words, context surrounding the paragraph, rules used to

"assign security classifications, etc.

It is strongly recommended that the methods be applied to develop

objective methods for indexing textual material. From a strictly methodi-

logical viewpoint, the three security classifications could have been any

three categories--history, biology, mathematics or number theory, calculus,

topology--and the procedures would have been the same. Of particular interest

in the methodology are (a) the method of scoring words and combining the scores,

and (b) the flexibility of the REEP statistical technique. As far as is known,

neither has been applied before in automatic indexing procedures. The usual

method is to choose "key" words to do the indexing. The proposed methodology

would permit both key words and word scores to be presented to the REEP tech-

nique in a large variety of ways for objective selection and optimum organi-

zation of useful information into an automatic-computer indexing system.
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APPENDIX

A.0 ITEMS FORWARDED TO SPONSORING AGENCY

Under terzs of the contract, certain Items were furnished to the

Sponsoring Agency. The items are described briefly below.

A.1 Data

A.I..1 Cards

998 paragraphs were punched onto IBM cards following the rules given in

Section 2. The procedures of Section 4. were followed to edit the card

data and insert corrected cards when necessary. The corrected data consist

of some 13,000 cards. There are two types of cards, a header card at the

beginning of each paragraph followed by the data cards for that paragraph.

The format of the header card is:

Columns Description

1-2

3 Security classification of the paragraph;
U - unclassified, C - confidential, S - secret.

4-6 Paragraph number, 1,2,...,998. Paragraphs vere
numbered consecutively as they were extracted
from the documents listed in Section 2.6.

Punching of the data cards starts in column 1 and continues through colum

70 onto column I of the next card through column 70, etc. One word can overlap

two cards. Each paragraph starts on a new card. Columns 71-80 are left blank.

A.1.2 Raw Data Tape

The cards were processed by the RAW DATA TAPE %NERATOR PROGRAM described

in Section A.2.2 to produce the Raw Data Tape. The tupe is unlabelled and was

written on an IBM 360 using logical IOCS. The tape is 9-track, 800 bytes per
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inch, fixed format of 32 bytes per record and 50 records per block. The

record format follows:

Culuam For•t DlecripCton

1-8 Binary Coded Decimal (ECD) Primary Word e

9-16 BCD Secondary Word)
words, respectively, of a word-pair.
See Section 2.3.2 for a definItLon of
word-pair. Words at the end of a
sentence are not paired so the secon-
dary word is left blank. Only the
first six characters of a word are
used and these are left-adjusted.

17-20 Integer (I) Paragraph Number

21-24 I Sentence number within paragraph.

25-28 I Number of the IBM card (see Section
A.1.1) on which primary word begins.

29-32 1 Classification of paragraph; 1 -
unclassified, 2 - confidential, 3 -

secret.

There is one record for each non-function word appearing in the entire

sample of 998 paragraphs. (See Section 3.3 for definition of non-function

words.) A word appearing N times will generate N records. The order of the

records is by word within paragraph, i.e., first word of first paragraph, second

word of first paragraph, ... , last word of last pi.ragraph. There are 65,352

records.

The tape is classified SECRET.

A.1.3 Basic Data Tapes

There are two Basic Data Tapes, one for the 666 paragraphs of the dependent

or developmental sample and the second for the 332 paragraphs of the independent

or test sample. Both tapes are unlabelled and written on an IBM 360 using logical
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IOCS. The tapes are 9-track, 800 bytes per inch, fixed formats of 44 bytes

per record and 30 records per block. The record format follows:

Columns Format Description

1-4 Integer (I) Primary word number*
i -

5-8 I Secondary word number*

9-12 1 Number of times word or word-pair appears in
paragraph.

13-16 Floating Point S Unclassified score attached to word or
(F) u word-pair

17-20 F S Classified score
jc

21-24 F S Secret score (see equations (4-3), Section
is• 4.1 for definitions of scores).

25-28 1 N The number of different unclassified para-
graphs In which the word or word-pair ap-

pears at least once.

29-32 1 N Same as N but for confidential paragraphs.
jc JU

33-36 1 N Same as N but for secret paragraphs.

37-40 I Paragraph number

41-44 I Paragraph classification; 1 - unclassified, 2 -

confidential, 3 - secret.

*The actual words are not used. Instead, numbecs are assigned to each primary

word and secondary word. This allows a security classification of UNCLASSIFIED
which provides access to the computer at all times.

There is one record for each usable word in a paragraph (see Section 4.2.1

for a definition of usable). There are 32,548 records on the developmental

sample Basic Data Tape and 15,485 on the independent sample tape. Both tapes

are UNCLASSIFIED.
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A.2 Computer Programs

A.2.1 Statiicl Techntgues

Computer program for applying the two ststliotical techniques and for

forming dummy predictor variables were written prior to this contract. (See

Section 3 for a description of the techniques and of the dummying procedure.)

The programs are on the TRC Statistical Program Tape and are described in a

manual prepared for the U.S. Air Force [61. A copy of the tape and five

copies of the manual were furnished to the Sponsoring Agency.

A.2.2 Raw Data Tape Generator

The objective of the program is to generate the Raw Data Tape described

in Section A.1.2. This is accomplished by processing the cards described in

Section A.1.1. Each paragraph is treated as one long serial string of charac-

ters. A word is isolated as a successive group of characters preceded and

followed by either a blank or end-of-sentence mark. The word extremes, be-

ginning and end, are then stripped of non-permissible characters. The stripped

word is set to a maximum length of six characters by dropping all characters

after the first six. Stripped words with less than six characters are left-

adjusted and padded with blanks.

A function table search is executed and function words are eliminated.

See Section 3.3 for a list of function words. Each non-function word

generates one record on the output tape. The format of such records is

described in Section A.1.2. Words are isolated and processed in this manner

until the set of input cards is exhausted.

The program counts the number of non-function words, the number of function

words, and the total number of words in each paragraph. The mean and standard
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deviation of each of these three quantities is obtain separately for the

unclassified, confidential, and secret paragraphs. These 18 values are

printed. Under program option each record placcd onto tape can alsu be

printed.

The program is written in assembler language for the IBM 360 Mod. 40.

Input-output operations arm overlapped for efficiency.

A.2.3 Basic Data Tape Program

The program produces the two tapes described in Section A.1.3. The

records on the Raw Data Tape, described in Section A.1.2, have previously

been alphabetized first by primary word then by secondary word within
primary word. For each word &nd word-pair, counts are made to obtain NJ.

Nu, N co N which are, respectively, the total number of paragraphs in

which word J appears at least once and the number of such paragraphs which

are unclassified, confidential, and secret. The program also computes the

number of times each word or word-pair appears in each paragraph. For those

words and word-pairs for which N equals or exceeds four, equations (IV-3),

Section 8, are applied to compute Sju, Sc , Si . The information is placed

onto tape in the format given in Se-rion A.1.3.

In addition to producing the two tapes, the program has three print

options which permit it to be used for other purposes.

a. The program can print those words which appear less than
H times, where M is an input value, in the entire sample
of data. This is useful for locating misspelld words.

b. Each record can be printed as it is placed onto the out-
put tape. It is to be notes that such printing includes
the number of times each word appears in each paragraph
so that the program is a frequency-count program.
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c. The total number of times a word appears in the entire
sample of data can also be printed. (This is not tbh
same as NJ. the total number of paragraphs in which
word J appears.)

The pro)gram is written in assembler language for the IBM 360 Mod. 40.

Input-output is overlapped for efficiency

A.2.4 Prediction Program

The output of both the screening multiple regression program and the

regression estimation of events probability programs described in Section

A.2.1 consists of three equations of the form

"Yui. Au 0 + AulXuli + Au 2 Xu 2 i + ... + AupXupi (A-l)

Yui is an estimate of the probability that paragraph i is unclassified. The

X's are predictor variables selected by the programs, continuous type predictors

by screening regression and dummy predictor variables by REEP. The A's are

regression coefficients computed by least squares. Two similar equations es-

timate, respectively, the probabilities that paragraph i is confidential or

secret.

The prediction program applies the three equations to each of a sample of

paragraphs. The largest of the three Y i's determines the security classification

assigned to paragraph i. The assignments are matched with the actual classifi-

cations and a three by three contingency table is formed and printed. See

Section V for several examples of contingency tables.

The program is written in FORTRAN IV for the IBM 360 Mod. 40 computer.
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